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Research and program evaluators routinely implement
alpha adjustment procedures for multiple statistical tests of
the differences among group means. Ryan (1959) and
Stevens (1996) suggest, however, that multiple statistical
tests are encountered in many studies in which the
researchers and program cvaluators do not readily identify
the need to adjust for inflated Type I error rates. These
types of studies include the following: (a) ANOVA designs
that contain main effects and interaction effects, (b)
analyses of multiple dependent variables, (c) analyses of
multiple regression models, and (d) analyses of numerous
correlation coefficients.

Even when researchers are aware of the need to adjust
for infiated Type | error rates, they must choose from a
variety of alpha adjustment procedures with each procedure
having its own assumptions and degree of complexity
(Hays, 1988; Kirk, 1982, 1994; Stevens, 1996; Toothaker,
1991: Winer, Brown, & Michels, 1991). As noted by Kirk
(1994):

The selection of an appropriate multiple
comparisons procedure [an alpha adjustment
procedure] is a complex task. . . . Unfortunately, as
research tools become more and more complex,
fewer and fewer rescarchers understand the
assumptions and limitations of the tools. We can
hope that the next methodological breakthroughs
will result in a return to conceptual simplicity and
away from increasing complexity. (pp. 117-118)

In an attempt to provide conceptual simplicity and a
movement away from complexity, we propose that
researchers and program evaluators contemplate utilizing a
three-step procedure when adjusting the alpha levels in any
type of study that contains multiple statistical tests,
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including the types of studies mentioned by Ryan (1959)
and Stevens (1996).

In addition to being a simple and a flexible method for
adjusting Type | error rates, we believe our three-step
adjustment procedure appropriately requires researchers to
reflect on the rationale used to make those adjustments,
Specifically, this procedure requires the researchers to
address three fundamental questions when adjusting the
alpha levels in studies that contain multiple statistical tests:

1. What conceptual error rate unit or units are
contained in the study?

2. What are the number and nature of the statistical
tests contained in a given error rate unit?

3. What specific adjustment should be made to the
alpha level of each statistical test contained in a given error
rate unit in order to maintain the desired overall alpha level
for that unit?

The use of this three-step procedure should provide
researchers, and hopefully the readers of their findings, a
more complete understanding of the rationale used to
statistically test the data.

Adjusting Alpha Levels for Multiple Statistical
Tests

The use of multiple statistical tests may lead to a
situation where the chance of committing at least one Type
1 error, i.e., a situation in which a true null hypothesis is
rejected, is significantly increased. To understand the
impact of multiple statistical tests on the probability of
committing at least one Type | error, assume that the
researchers identified each statistical test as its own unit of
error. [f a statistical test is conducted with a selected alpha
level of .05, the probability of committinga Type | error is .05
for that test. For a unit that contains two statistical tests, the
probability of at least one Type 1 error approaches .10 when
the alpha level is set at .05 for each test. The probability of
committing at least one Type 1 error for a specified number
of orthogonal statistical tests with the alpha value for an
individual test set at a specified alpha level can be
calculated as follows:
plat leastone Type lerror) = 1 - (1 - )" ma

(L1
where:

1. The symbol m represents the number of specific
statistical tests being conducted.

2. The symbol a ,, represents the alpha level
established for each statistical test.

3. The approximate upper bound on the probability
level of committing at least one Type 1 etror is
represented by mo, i.e.,m multiplied by _ .

If the m statistical tests are not orthogonal, the probability
of committing at least one Type | error can be summarized as
follows:
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p(at least one Typelerror) < | -(l-a¢ )" <ma ,, (1.2)

Empirical research indicates the probability of committing
at least one Type [ error is fairly close to the value indicated
by 1 - (1 -« )" for statistical tests that are not orthogonal
(Toothaker, 1991).

As revealed by Equations 1.1 and 1.2 and as noted by
Hays (1988), Kirk (1982), Stevens (1996), Toothaker (1991),
and Winer, Brown, and Michels (1991), the chance of
committing a Type [ error can increase dramatically when
multiple statistical tests are conducted. The previously-
mentioned authors provide detailed presentations of
numerous methods that can be used to adjust the Type |
error rales for multiple statistical tests. The proposed
adjustment procedures include the following: (a) Fisher’s
least significance differences test (Fisher, 1949, pp. 56-38);
(b) Tukey’s HSD test (Tukey, 1953); (c) Spjotvoll and
Stoline’s modification of the HSD test (Spjotvoll & Stoline,
(1973); (d) Tukey-Kramer medification of the HSD test
(Tukey, 1953; Kramer, 1956); (e) Scheffé’s test (Scheffé,
1953); () Brown-Forsythe BF procedure (Brown &
Forsythe, 1974); (g) Newman-Keuls test (Newman, 1935;
Keuls, 1952); (h) Duncan’s new multiple range test
{Duncan, 1955); (i) Bonferroni-type adjustment procedure
(Dunn, 1961; Newman & Fry, 1972); and, (j) modified
Bonferroni-type adjustment procedures (Holm, 1979;
Holland & Copenhaver, 1987, Hockberg, 1988).

As indicated by the number of possible multiple test
adjustment procedures which have been developed, the
selection and implementation of an adjustment technique
may appear to be 2 daunting task for a researcher or
program evaluator. In an attempt to heed Kirk’s (1994) call
for 2 return to conceptual simplicity and a decrease in
complexity, we are proposing that researchers and program
evaluators consider a simple three-step procedure when
adjusting alpha levels in studies containing multiple
statistical tests. To demonstrate the use of our proposed
three-step alpha adjustment procedure, we have applied it
to various research scenarios in a hypothetical study.

Hypothetical Study

The hypothetical study used to illustrate the
application of our proposed three-step adjustment
procedure involves the analysis of teacher efficacy levels.
In this study the researchers attempted to gauge the
differences in teacher efficacy levels of teachers exposed to
three types of in-service seminars. The following two
teacher efficacy constructs were measured in the study: (a)
teaching efficacy, and (b} personal efficacy. These two
teacher efficacy constructs, which served as the two
dependent variables in the study, were analyzed through
two traditional three-by-two analysis of variance (3X2
ANOVA) procedures, with the type of seminar completed
by the educator (treatment) and gender serving as the
independent variables. The use of two separate two-way
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ANOVAs requires the researchers to conduct as many as
six statistical tests on each of the two dependent variables.
These statistical tests consist of the following for each

dependent variable:
1. Two statistical tests of the two main effects
(treatment and gender).

2. One statistical test of the interaction effect.

3. Three follow-up statistical tests of the three
pairwise comparisons of the three treatment
means.

To illustrate how researchers could make different
adjustments to the alpha levels for the tests contained in
this hypothetical study, assume three groups of researchers
approached this study from three different perspectives.
The three different perspectives, which are referred to as
scenarios, are as follows:

. Scenario | - In this scenario the researchers
consider the two dependent variables to be part of one
overall analysis. In addition, the researchers have no
preconceived notion of what the various statistical test
results will reveal. Thus, the researchers are approaching
the study from an exploratory perspective, i.e., they lack a
strong theoretical base or previous research results from
which to predict the results of the statistical tests being
conducted. We will refer to these types of statistical tests of
hypotheses, which are not based on theory or previous
research, as exploratory in nature.

2. Scenario 2 -- In this scenario we assume the
researchers consider the two dependent variables as
constituting two separate analyses in the same study or two
separate studies. In addition, we assume, as is the case
under Scenario 1, the researchers have no preconceived
notion of what the various statistical test results will reveal.
That is, the study contains exploratory statistical tests.

3.  Scenario 3 -- Similar to Scenario 2, we assume the
researchers in Scenario 3 considered the analyses of the two
dependent variables as constituting two separate analyses.
Unlike the researchers in Scenarios 1 and 2, however, we
assume the researchers predicted that interaction effects
would exist between the treatment and the gender variables
for both of the dependent variables. Since the researchers
were willing to predict the existence of interaction effects
based on theory and/or the results of previous research, the
statistical tests of the interaction effects are not exploratory
in nature. Rather, we will labe! them as theory based. Ifthe
interaction effects are found not to be statistically
significant and the main effects are tested, the statistical
tests of those main effects, however, will be considered as
exploratory.

The Three-Step Adjustment Procedure
We take the position that controlling the Type I error

rates in studies that contain multiple statistical tests, such
as the hypothetical study previously presented, can be
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accomplished in a conceptually simple manner by
implementing a three-step adjustment procedure. First, the
researchers need to identify the rate error units contained in
the study. Second, the researchers must determine the
number and nature of statistical tests contained in each
error rate unit. Third, the researchers must implement a
procedure that will adjust the alpha levels of the statistical
tests contained in the error rate unit. To illustrate how this
three-step procedure can be utilized by researchers, we
have applied it to each of the three research scenarios
previously discussed.

Step One: Defining the Error Rate Units

In order to adjust the Type | error rates for a study that
involves multiple statistical tests, the researchers rmust first
specify the error rate unit. As noted by anumber of authors,
the relative merits of using one conceptual error unit over
another can be debated (Duncan, 1955; McHugh & Ellis,
1955; Ryan, 1959, 1962; Wilson, 1962). Nevertheless, the
identification of the error rate units, which we find is seldom
discussed or even presented in research studies that
include multiple statistical tests, is an important element in
understanding the context in which a study’s statistical
tests were conducted.

Since a given error rate unit forms the logical framework
on which the adjustments of the alpha levels of the
individual statistical tests are based, researchers should be
able to identify each error rate unit they believe exists in the
study. It would also be helpful to the readers of such
research if the rescarchers would state the logic on which
the unit was based. How these error units are defined is
heavily dependent on the researchers’ conceptualization of
their study. For example, a researcher who is engaged only
in examining relationships between variables as compared
to aresearcher who is testing a nomological net, i.e., theory,
may identify different error rate units for the identical set of
statistical tests,

As previously stated, the researchers under Scenario |
considered the two dependent variables to be pant of one
overall analysis. Thus, they may identify only one error rate
unit for the study. The researchers in Scenario 2, however,
considered the two dependent variables as constituting two
separate analyses. Under this scenario the researchers may
identify two error rate units. Similar to the researchers in
Scenario 2, the researchers in Scenario 3 viewed the study
as containing two error rate units with each unit based on
the analysis of each dependent variable.

Step 2: Identify the Number and the Nature of the
Statistical Tests in Each Error Rate Unit,

Researchers can determine the alpha level for each
statistical test in a given error rate unit if they know the
following two pieces of information: (a) the overall alpha
level for the unit, and (b) the number of exploratory
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statistical tests in the unit. Before researchers can obtain
this second piece of information, they must determine the
nature of the hypothesis being tested by each statistical
test. That is, the researchers must be able to stipulate
whether a given statistical test is based on theory and/or
previous research findings or whether the test is exploratory
in nature. As previously stated, we refer to the statistical
tests of hypotheses based on theory and/or previous
research results as theory-based tests. In addition, we refer
to the statistical tests of hypotheses for which the
researchers do not predict the results as exploratory tests.

As previously mentioned, the researchers under
Scenarios 1 and 2 approached the study in an exploratory
manner. Thus, under these scenarios, each statistical test
would be considered as an exploratory test. Unlike the
researchers in Scenarios | and 2, the researchers in Scenario
3 predicted that the interaction effects between the
treatments and gender would exist for both of the
dependent variables. Thus, the statistical tests for the
interaction effects were considered to be theory-based
tests.

Once the researchers classify the statistical test of each
hypothesis as either theory or exploratory based, they must
identify the number of exploratory statistical tests in each
error rate unit. To illustrate this point, consider the three
research scenarios for the hypothetical teacher efficacy
study. In Scenario | the researchers formed one error rate
unit that contained the four tests of the main effects and the
two tests of the interaction effects. Since each of these six
tests was classified as exploratory, the error rate unit
contained 2 total of six tests that would impact the alpha
adjustment process. Under Scenario 2, each of the two error
rate units contained two main effects tests and one
interaction effect test. Since each of these three tests was
classified as exploratory, each unit contained three tests
that would affect the alpha adjustment process. Under
Scenario 3, which also contained two error rate units, the
researchers classified the two interaction effects as theory
based. Thus, the alpha levels corresponding to the
statistical tests of the two interaction effects would not be
adjusted or affect any subsequent alpha adjustment
process. If the interaction effect in either of the error rate
units was found not to be statistically significant, the
researchers would continue their investigation by testing
the two main effects with tests that would be considered as
exploratory in nature. Thus, each error rate unit would
contain two exploratory tests. These two exploratory tests
would impact the alpha adjustment process implemented for
any further statistical testing.

To summarize, Scenaric | contains six exploratory
statistical tests. Scenario 2 has three exploratory statistical
tests in each of its two error rate units. In Scenario 3 the
alpha level for the statistical test of the interaction effect in
each of the two error rate units would not be adjusted. Ifthe
statistical test of the interaction effect in a given error rate
unit is not significant, the unit would contain two additional
tests, which would be exploratory in nature.
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Step 3: Adjusting the Alpha Levels of the Various
Statistical Tests.

Once the number of exploratory based statistical tests
contained in the ervor rate units has been identified and the
overall alpha level has been set, the alpha level for each
statistical test can be adjusted. Researchers have numerous
adjustment methods at their disposal. We suggest,
however, that researchers strongly consider implementing &
Bonferroni-type adjustment procedure for two reasons.
First, a Bonferroni-type adjustment tends to be robust with
respect to violations of homogeneity of variance (Kromrey
& LaRocca, 1995). Second, Benferroni-type adjustments
afford researchers greater flexibility in a number of ways,
which inciude the following: (a) controlling Type [ error
rates in studies that contain multiple statistical tests of
correlation values and regression coefficients and (b)
adjusting alpha levels in a manner which reflect a concern
that the consequences of committing Type [ errors are not
equally serious for all of the statistical tests (see Kirk, 1994,
p. 97 for an illustration of this unequal weighting scheme).

One concern a researcher may have when using a
Bonferroni-type adjustment procedure is its lack of power
as compared to the power levels produced by other
adjustment procedures. We believe the importance of this
concern can be significantly diminished in two ways. First,
if researchers take the position that the alpha levels will only
be adjusted based on the number of exploratory hypotheses
being tested in the error rate unit, the number used to adjust
the alpha levels of the statistical tests will often be
decreased. This practice will increase the power levels of
the tests and, thus, diminish the differences in power levels
between the Bonferroni-type adjustment procedures and
other adjustment procedures. As noted by Kromrey and La
Rocca (1995) in their study on the rclative power levels of
various Type | error rate adjustment procedures in ANOVA
studies, “Researchers who are interested in only a smaller
number of contrasts among cell means will find that the
Dunn procedure and its modifications [Bonferroni-type
adjustment procedures] provide more power than was
obtained in this research” (p. 360).

If a study is exploratory in nature, that is, the
researchers are not willing to predict the outcomes of their
statistical tests based on theory and the results of previous
research, we take the position that the Bonferroni-type
adjustment procedures appropriately diminish the power
levels of the tests. In such studies, we believe it should be
more difficult to produce statistically significant findings
than in studies that are not exploratory.

Second, the potential differences between the power
levels of Bonferroni-type adjustment procedures and other
adjustment procedures, which are often more complex and
less flexible, can be reduced by utilizing a step-down
Bonferroni-type adjustments such as those proposed by
Holm (1979)and Shaffer (1986). Althoughthesestep-down
Bonferroni-type adjustments will not be presented in this
article, we encourage interested researchers to consider
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their use when the power levels are a significant concern.

To illustrate how the third step in the adjustment
procedure can be implemented, assume that the researchers
want to maintain the overall alpha levelsat .05 foreacherror
rate unit. As previously noted, the researchers identified
only one error rate unit in Scenario 1, which contained both
dependent variables. This unit contained a total of 5ixX
statistical tests, i.e., three tests for each dependent variable.
The factors tested for each dependent variable were the
following: (a)the interaction effect, (b) the treatment main
effect, and (c) the gender main effect. In addition to these
six tests, if either or both of the treatment main effects tests
were significant, pairwise comparison tests of the treatment
means would also be conducted. All of the statistical tests
under this scenario were considered to be exploratory.
Thus, the alpha levels for the main effects and the
interaction effects gtatistical tests would be set at .0083,
which is equal to the overall alpha level of the error rate unit
(.05) divided by the number of exploratory statistical tests
contained in the error rate unit (6). If either of the treatment
mmain effects statistical test was found to be significant, the
alphalevel for each pairwise comparison test would be setat
0027, which is equal to the adjusted alpha leve! of the
ireatment main effect statistical test {.0083) divided by the
number of pairwise comparisons (3). See Table | foralist of
the adjusted alpha fevels of the statistical tests contained in
Scenario 1.

As previously noted, the two error rate units identified
in Scenario 2 were based on the two dependent variables,
i.e., the two types of efficacy scores. Thus, each unit
contained one statistical test of the interaction effect and

one statistical test of each of the two main effects. In
addition to these three tests, if either or both of the
treatment main effects tests were significant, pairwise
comparison tests of the treatment means would also be
conducted. Similar to Scenario 1, it is assumed that each
test included in Scenario 2 is considered to be exploratory.
Thus, the alpha level used to statistically test the interaction
effect and each main effect contained in each error rate unit
is 017, which is obtained by dividing the overall alpha level
of the error rate unit (.05) by the number of statistical tests of
exploratory hypotheses in the efror rate unit (3). The alpha
level for each pairwise comparison test would be .0057,
which is calculated by dividing the adjusted alpha level for
the treatment main effect ((017) by the number of pairwise
comparisons (3). See Table | for a list of the adjusted alpha
jevels of the statistical tests contained in Scenario 2.

The researchers in Scenario 3 identified the same two
error rate units as those identified by the researchers in
Scenario 2. Unlike Scenario 2, however, each error rate unit
contained one theory-based statistical test of the
interaction effect. Thus, the alpha level used to statistically
test each of the interaction effects was not adjusted, i.e., it
was set at .05. If a given interaction effect was not
significant, however, the researchers would consider the
tests of the corresponding treatment and gender main
cffects as exploratory.  The alpha levels for the
corresponding main effects tests would be adjusted. The
adjusted alpha level for each of those two main effect tests
would be 025, whichis equaltothe overall alpha level ofthe
error rate unit (,05) divided by the number of exploratory
tests in the unit (2). 1fagiven treatment effect is significant,

Table 1

Adjustments to the Alpha Levels of the Siatistical Tests Continued In Scenarios 1, 2, and 3

Adjusted Alpha Levels
Dependent Variable Variables Tested Scenario 1 Scenario2 Scenario 3
Teaching Efficacy Treatment 0083 0170 0250
AvsB 0028 0057 0083
AvsC 0028 0057 0083
BvsC 0028 0057 D083
Gender 0083 D170 0230
Interaction Effect 0083 D170 0300
Personal Efficacy Treatment L0083 0170 0250
AvsB' 0028 D057 0083
AvsC 0028 0057 0083
BvsC 0028 0057 0083
Gender 0083 0170 0230
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the alpha level for each of the three pairwise comparison
tests of the treatment means would be set at 0083, which is
equal the adjusted alpha level for the treatment main effect
(.025) divided by the number of pairwise comparison tests
(3). See Table 1 for a list of the adjusted alpha levels of the
statistical tests contained in Scenario 3.

Comparison of the Alpha Levels in the Three Scenarios

When one compares the alpha levels for the tests
conducted under each scenario, which are listed in Table 1,
a number of points should be noted. First, the numerous
tests of exploratory hypotheses contained in Scenario 1
cause their alpha levels to be quite restrictive. As
previously discussed, we believe these stringent alpha
levels are appropriate in a study that is exploratory in nature.
Second, the identification of two error rate units in Scenario
2 produced higher alpha levels than the ones calculated in
Scenario 1, which contained only one etvor rate unit. The
formation of one or two error rate units can be debated. The
point is, however, the use of this three-step adjustment
procedure will force the study’s researchers to reflect on
this decision before adjustments in the alpha levels of the
various test are made. Third, the clear identification of the
error rate units by the researchers and, hopefully, a
discussion of the rationale used to form the units, will allow
the readers of their studies to have a more complete
understanding of the data analysis procedures.

Summary

To protect against inflated Type [ error rates in studies
that contain multiple statistical tests, researchers need to
consider implementing an adjustment procedure. The three-
step adjustment procedure we have presented first requires
the researchers to identify the error rate units that will serve
as the basis for the adjustment process. Next, they must
jdentify the number and nature of the statistical tests
contained in cach error rate unit. Finally, they must adjust
the alpha levels of some, if not all, of the individual
statistical tests contained in the error rate unit using a
Bonferroni-type adjustment procedure.

This three-step adjustment procedure provides
researchers with a tool that is rebust, flexible, and easy to
apply. More important, this procedure requires researchers
1o reflect on the selection of the conceptual error rate unit on
which the Type | error adjustments are based. We believe
that such reflection will lead to better research and program
evaluation.

In addition to encouraging the use of this three-step
adjustment approach, we believe that it is important for
educational researchers to engage in philosophical
discussions and research to identify the most appropriate
error rate units for specific types of research questions and
situations. We believe this type of investigation may prove
to be just as valuable, if not more so, for the fields of

A THREE-STEP

educational research and program evaluation than additional
Monte Carlo and analytical studies on Type | error rate
correction procedures.
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